
The position of a sound source reveals vital informa­
tion about relevant events in the environment, especially 
for events taking place out of sight (for example, in a 
crowded visual scene). However, as sound location is 
not mapped directly onto the sensory epithelium in the 
cochlea, spatial hearing poses a computational challenge 
for the auditory system. The computational complexity 
is increased by the need to integrate information across 
multiple location cues and sound frequency ranges. 
For decades, auditory neuroscientists have examined 
the neuronal mechanisms underlying spatial hearing. 
This research shows that spatial cues are extracted and 
processed to a large extent in subcortical structures, but 
also underscores a crucial role for the auditory cortex 
in neural sound location encoding (especially lesion 
studies1–7).

This Review brings together the latest insights into 
the cortical encoding of sound location in the horizon­
tal plane (although of great interest, sound localization 
in the vertical plane is outside the scope of the present 
Review). Focusing on the specific contributions of the  
cortex to spatial hearing (that is, over and above sub­
cortical processing), we discuss the empirical and theo­
retical work in the context of emergent perceptual 
representations of sound location. In particular, we des­
cribe the growing evidence for the relevance of cortical  
mechanisms and networks for goal­ oriented sound 

localization, for spatial processing of real­ life sounds and 
for spatial hearing in complex auditory scenes.

Mammalian spatial hearing
The anatomy of the head, torso and pinna (the part 
of the ear residing outside of the head) introduces dis­
parities in the time and intensity of sound waves emitted 
by a sound source when these arrive at the two ears. For 
mammals, these binaural disparities — the interaural 
time difference (ITD) and interaural level difference 
(ILD) — provide information on the spatial position of 
a sound source in the horizontal plane (Fig. 1a). In the 
case of periodic sounds (that is, pure tones consisting of 
a single sine wave), the delay between the sound waves 
arriving at each ear can also be expressed as the inter­
aural phase difference (IPD; Box 1) instead of as a time 
difference. Another set of cues are the monaural, spectral 
cues; these cues are introduced by the shape of the pin­
nae and contribute to both horizontal and vertical sound 
localization8, and to resolving front–back ambiguities in 
the horizontal plane9.

According to the duplex theory of spatial hearing, 
the contribution of each binaural cue to sound local­
ization is dependent on sound frequency. Specifically, 
ITDs are considered most relevant for localization of 
low­ frequency sounds (<1.5 kHz) and ILDs for local­
ization of high­ frequency sounds (>1.5 kHz)10. Several 
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psychoacoustic studies support this apparent cue dicho­
tomy for sound localization11–15; however, this theory 
has also been challenged by other studies showing that 
each type of binaural cue contributes to sound localiza­
tion in a wide range of frequencies. For instance, ITDs 
conveyed by the envelope of high­ frequency sounds, as 
well as the ILDs present in low­ frequency sounds, can 
be used for localization16–18 (especially in reverberant 
listening settings19). In addition, no clear relationship 
exists between neural tuning to sound frequency and 
to ITDs or ILDs. That is, ITDs modulate not only the 
firing rate of neurons that are tuned to low frequencies 
but also those that are tuned to high frequencies20. Also, 
neurons in the inferior colliculus of the guinea pig that 
are tuned to low frequencies can respond maximally to 
ITDs outside the physiological range21. Comparably, 
neural encoding of ILDs in the chinchilla midbrain 
is frequency invariant22. Thus, binaural cues seem to 
be relevant for a wider range of frequencies than pre­
dicted by the duplex theory, and neurons encode both 
types of binaural cue irrespective of their frequency 
tuning properties.

In terms of localization acuity, psychoacoustic studies 
show that in humans, the resolution of spatial hearing 
in the horizontal plane is highest around the inter­
aural midline in front of an individual and deteriorates 
towards the acoustic periphery, especially behind their 
back9,23,24 (Fig. 1b). Furthermore, localization acuity is 
higher for broadband than for narrowband sounds, 
mostly because of the presence of monaural, spectral 
cues in broadband sounds9,25–27. However, most sound 
localization studies use artificial stimuli that listeners 
do not encounter regularly in daily life, such as tones, 
clicks and noise bursts9,11,14,23,25,28–30. Therefore, little 
is known about localization of complex, meaningful 
sounds. A study addressing this gap in psychoacoustic 
research showed that, in addition to the acoustic features 
already described, higher­ order sound characteristics, 
such as the level of behavioural relevance and sound 
category, modulate the localization acuity of complex, 

meaningful sounds31. These results highlight the need 
for realistic experimental set­ ups using real­ life sounds 
in ecologically valid listening settings (for example, with 
reverberation) to develop a more complete understand­
ing of the complex mechanisms involved in mammalian 
spatial hearing.

Cortical spatial tuning properties
To understand the cortical mechanisms involved in spa­
tial hearing, auditory neuroscientists have first sought 
to characterize neural spatial tuning properties in the 
network of densely interconnected primary and higher­ 
order areas that together make up the mammalian 
auditory cortex32–35. In non­ human primates, neuro­
physiological measurements have revealed that cortical  
spatial tuning is generally broad and predominantly con­
tralateral (that is, the majority of neurons responds maxi­
mally to sound locations in the contralateral space)36–38.  
However, comparing spatial tuning between primary 
and higher­ order auditory regions in response to com­
plex, behaviourally meaningful sounds, such as conspe­
cific calls, showed that neurons in higher­ order caudal 
belt areas (especially the caudolateral belt area39) have 
a markedly higher spatial selectivity than those in the 
primary auditory cortex (PAC)38–41. By contrast, neural 
responses in rostral belt fields show relatively decreased 
spatial selectivity39,40.

Similar spatial tuning properties have been observed 
in the auditory cortex of cats and ferrets. That is, the 
majority of neurons in the PAC are sensitive to sound 
location, their tuning is largely contralateral and 
they typically have broad spatial receptive fields42–47. 
Moreover, under anaesthesia, tuning in the majority of 
neurons in the PAC is level­ dependent, such that spatial 
receptive fields broaden further with increasing sound 
level42,44,45 (but this finding was not confirmed in alert 
cats48). Furthermore, similar to the findings in non­ 
human primates, spatial selectivity in the cat PAC was 
lower than in several higher­ order areas, especially the 
dorsal zone and posterior auditory field43,46,47.

A comparable cortical organization for spatial pro­
cessing has been found in humans. Functional MRI 
(fMRI) research showed that sound location process­
ing activates, in particular, the posterior auditory cor­
tex, that is, the planum temporale49–52, and the inferior 
parietal cortex53. Additionally, spatial tuning is broad 
and mostly contralateral54–56, and spatial selectivity is 
higher in the posterior, higher­ order planum temporale 
than in the PAC57.

Taken together, several cortical spatial tuning pro­
perties seem to be consistent across mammalian spe­
cies: broad spatial receptive fields, an oversampling of 
contralateral space and increased spatial selectivity in 
posterior–dorsal regions. However, novel empirical work 
has revealed that our understanding of these properties 
requires further refinement. For instance, the behav­
ioural state of a listener has been shown to affect neuro­
nal spatial selectivity. In alert and behaving cats and 
humans, spatial tuning sharpened during goal­ oriented 
sound localization, especially in the PAC57,58. This find­
ing emerged only recently because, until now, most stud­
ies measured neuronal spatial tuning properties during 
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Fig. 1 | sound localization in humans. a | Schematic representation of binaural disparity 
cues: interaural time difference (ITD) and interaural level difference (ILD). A sound wave 
emitted by a source at a lateral position is delayed and attenuated in one ear compared 
with the other ear as a result of the head being in between. b | Human localization acuity 
in the horizontal plane. Acuity is best at frontal locations around the interaural midline 
(at 0°) and deteriorates towards the periphery and back , indicated here by the blue to 
red colour gradient.

Front–back ambiguities
Humans can have difficulty 
distinguishing whether a sound 
source is located behind or in 
front of them because the 
interaural time and level 
differences are identical for 
sound sources at the same 
angular position with respect 
to the interaural midline.
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passive listening37,40,49–52,54 or even under anaesthesia42–47. 
Importantly, these findings emphasize that measure­
ments in alert and behaving individuals are needed to 
reveal modulatory influences of task performance and 
attention on neural sound location encoding.

In addition, findings from the past few years empha­
size that some caution is required when generalizing 
neuronal spatial tuning properties across mammalian 
species owing to the differences in head morphology 
and size and their effects on neuronal spatial tuning. 
Specifically, in species with a relatively large head size 
(such as primates), the distribution of IPD tuning is 
not uniformly contralateral but rather is dependent on 
sound frequency59. For instance, in macaque monkeys, 
the bimodal distribution of IPD preference consisting of 
two populations of laterally tuned neurons (as described 
in the previous paragraphs) is only observed for sound 
frequencies below 1,000 Hz. For sound frequencies 
above this threshold, the distribution of IPD tuning 
across the neural population is homogeneous and spans 
the entire azimuth. Only in mammals with a small 
head size does spatial tuning consistently resemble the 

bimodal distribution of lateral best IPDs across low 
and high sound frequencies (as measured in subcorti­
cal structures)21,59. Thus, these findings challenge the 
notion that neuronal spatial tuning is predominantly 
contralateral for all mammalian species and highlight 
differences between mammals with small heads and 
those with relatively large heads. Frequency­ specific 
measurements of IPD tuning in humans are required to 
determine whether human spatial tuning is in agreement 
with these findings.

Neural coding of sound location
Given the properties of cortical spatial tuning, the 
question arises as to how sound location is processed 
in the auditory cortex. Specifically, what is the neural 
representation of sound location? Two complemen­
tary approaches have been used to address this ques­
tion (Fig. 2). Most attention has been given to ‘decoding’ 
approaches, examining which aspects of the neural 
responses are most informative of sound location, and 
how this information can be read out by downstream 
(that is, frontal) regions. Less attention has been given 

Box 1 | The physiology of sound perception and the encoding of interaural delays

the delay between sound waves arriving at the two ears can be described in terms of timing, that is, interaural time 
differences (itDs). the physiological range of itDs is determined by head size; for instance, the maximum itD in cats is  
~300 µs and in humans is ~700 µs. However, for periodic tones, time differences up to half the period of the tone can also  
be expressed in terms of phase shifts, that is, interaural phase differences (iPDs); note that larger time differences result 
in phase ambiguities because it is unclear which ear is lagging and which is leading. Cochlear filtering breaks broadband 
sounds into their respective frequency components such that the delay between the two ears is not (only) processed for 
the overall sound wave but also for the individual frequency components. these frequency components (essentially pure 
tones) are periodic and, therefore, the delay between the ears can also be expressed in terms of iPDs. similar to itDs, the 
physiological range of iPDs is determined by head size. additionally, the maximum iPD is dependent on sound frequency: 
low- frequency tones have smaller maximal iPDs than high- frequency tones. thus, maximal iPDs of high frequency and low 
frequency tones are different for cats and humans (see the figure, part a). Finally, the upper limit of the physiological range 
of iPDs is determined by the temporal resolution of the auditory system (that is, the highest frequency to which the firing of 
auditory nerve fibres and neurons at subsequent stages in the subcortical auditory pathway can phase lock). Taken together, 
the physiological range of iPDs is a function of sound frequency, head size and temporal resolution of the auditory system 
across mammalian species (see the figure, part b; see also the main text for further details). Part b is adapted from reF.75, 
springer Nature Limited.
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Fig. 2 | From binaural real- life sound to location perception: encoding and decoding. a | The complex sound wave  
of a real- life sound at a lateral position arrives at the two ears, generating different binaural disparity cues as a function of 
location and, ultimately , the listener’s perception of sound location. Sound location (and the perception thereof) is coded 
by the response patterns of neuronal populations in the auditory cortex. Encoding refers to the computations required to 
transform the binaural presentation of a real- life sound into a neural representation of location. Computational models are 
used to examine the processing mechanisms and understand how relevant features are analysed and combined. Decoding 
refers to the readout of (perceived) sound source location from the neuronal population signal. Possible decoding strategies 
include a summed rate code (Σ), maximum likelihood estimation (L(θ)) and others (P). b | Illustration of the optimal coding 
model75 in humans. The left panel shows the physiological range of interaural phase differences (IPDs) for binaural sound as 
a function of sound frequency. The right panel shows examples of the optimal distribution — given the physiological range 
of IPDs displayed on the left — of neural tuning to IPD to encode a low- frequency sound (middle) and a high- frequency 
sound (right). Each curve represents the tuning curve of a neuron to IPD. Specifically , the plot illustrates that, given the 
narrow physiological range of IPDs for low frequencies (indicated by the red rectangle in the middle panel), neurons with 
peak responses to small IPDs (light blue curve) would be minimally modulated by small changes in IPD, whereas neurons 
with peak responses outside the physiological range (dark blue curve) would be maximally modulated by small changes in 
IPD. By contrast, given that for high frequencies the physiological range of IPDs encompasses the entire phase, a homogenous 
distribution of IPDs leads to more accurate encoding of all possible IPDs. c | Schematic representations of a maximum 
likelihood population pattern code for sound location. The left and right panels each represent the readout of a perceived 
sound location derived from a group of individual neural responses that contribute to a population likelihood function 
(Lik.). Specifically , the activity of each neuron (indicated by the intensity of red) in the population is multiplied (that is, 
weighted) by the logarithm of the neuron’s tuning curve. For each neuron, the resulting likelihood function (Lik.) reflects the 
probability that the observed neural response was elicited by a sound at a given location (the graphs in the middle display 
likelihood functions for a few neurons in the population). The likelihood functions of all neurons are subsequently pooled to 
arrive at a population likelihood function. The peak of the population likelihood function reflects the estimated location 
(approximately 80° and –10° in the left and right panel, respectively). ILD, interaural level difference; ITD, interaural time 
difference; norm., normalized. Part b adapted from reF.75, Springer Nature Limited.
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to the complementary ‘encoding’ approach, which 
aims to provide a mechanistic explanation of the trans­
formation from binaural sound waves into neural 
response. Both approaches provide important insights 
into cortical spatial auditory processing, which we  
describe here.

Encoding models of binaural sound. Computational 
models of the transformation from stimulus to neural 
representation provide valuable insights into sensory 
processing. For example, a model based on interdepen­
dent spectrotemporal modulation encoding60 accu­
rately captures the transformation from real­ life sound 
to its neural representation in the auditory cortex of 
humans61,62 and macaques63. For sound localization, 
the place code proposed by Jeffress64 was a first — and 
influential — step towards an encoding model describ­
ing the transformation from binaural sound to neural 
response. The place code posits that ITDs are encoded 
through ipsilateral and contralateral axonal delay lines of 
varying length, each projecting to coincidence detectors at 
the next stage in the auditory hierarchy64. These coinci­
dence detectors are thought to be tuned to a specific ITD 
to which they respond with the maximum firing rate64. 
Additionally, the coincidence detectors presumably have 
relatively sharp, level­ invariant tuning curves that match 
the resolution of spatial hearing in behavioural reports 
of sound localization acuity, sample the azimuth homo­
genously and are organized topographically (reviewed 
elsewhere65). Thus, according to the place code, sound 
location is encoded by activating distinct clusters of 
neurons in a topographical manner through a system 
of delay lines and coincidence detectors.

The advantage of encoding models such as the place 
code is that they generate predictions about the neural 
response (in this case to sound location) that can be 
compared with actual neural data. For the place code, 
single­ unit recordings confirmed the existence of azi­
muthal ITD maps in the brainstem of barn owls66–68 
and in multi­ sensory structures in the brainstem of 
mammals69 (Box 2). However, the broad spatial recep­
tive fields, with an oversampling of contralateral loca­
tions that are found in subcortical and cortical auditory 
regions in mammalian species, are not in agreement 
with the topographical, homogenous neuronal sampling 
of the azimuth predicted by the place code. Moreover, 
the existence of ITD maps in barn owls can also be 
explained by other neural coding strategies59 (see Box 1 
and the next section).

Despite the apparent shortcomings of the place 
code, only a few other encoding models have been 
proposed. Młynarski70 described a model that utilizes 
statistical regularities of real­ life sounds as the driv­
ing force in the transformation from binaural real­ life 
sounds to neural representations. This model is based 
on the theory of efficient coding for neural processing71, 
which argues that neural stimulus representations are 
derived in a hierarchical, sparse manner from statistical 
regularities in the environment72,73. Founded on these 
principles, Młynarski describes a two­ stage model that 
transforms a binaural sound into a neural representation 
of spectrotemporal and interaural features. In the first 
stage, phase information and amplitude information 
in each ear are extracted and separated with complex­ 
valued, sparse coding that mimics cochlear filtering 
processes. In this stage, binaural phase information is 
also transformed into IPDs (reflecting medial superior 
olive processing). In the second stage, the model uses 
sparse coding to jointly encode monaural amplitude 

Coincidence detectors
Neurons whose firing rate is 
modulated by the time of 
arrival of input from two lower- 
level neurons, such that they 
respond maximally when the 
input arrives simultaneously.

Box 2 | spatial processing in the subcortical auditory pathway

Binaural spatial cues (interaural time differences (itDs) and interaural level differences 
(iLDs)) are processed to a large extent, or even completely, before arriving at the auditory 
cortex (reviewed elsewhere65). in brief, sound waves are transduced into action potentials 
by the hair cells in the cochlea and are projected through the auditory nerve fibres to the 
cochlear nucleus. subsequently, processing splits into distinct pathways for each type of 
binaural cue, continuing into either the medial or the lateral nucleus of the superior 
olive161 (MsO and LsO, respectively). in the MsO, encoding of itDs relies on excitatory–
excitatory neurons with Gaussian- shaped tuning curves65,190–193, whereas iLDs are 
encoded by excitatory–inhibitory neurons in the LsO, resulting in sigmoidal tuning 
curves194,195. although research in avian species established the existence of ‘auditory 
space maps’ in subcortical structures66–68, in mammals, neither best iLDs nor best itDs 
seem to be organized topographically within subcortical structures such as the MsO, 
LsO and inferior colliculus65. Only multisensory nuclei, such as the deep layers of the 
superior colliculus, contain topographical maps of auditory space as well as maps of 
visual space69.

Until recently, our knowledge of subcortical auditory spatial processing was based 
solely on single- unit recordings in non- human primates and other animals. Owing to  
the small size of subcortical structures in the human auditory pathway (for example, the 
human inferior colliculus has an average width of ~7 mm (reF.196)) and the limited spatial 
resolution of conventional (3 t) functional Mri (fMri) used in such research, it has been 
impossible to measure these processes in humans to date. However, new developments 
in ultra- high field strength (7 t or higher) fMri now enable measurements at submillimetre 
resolution, opening up the functional organization of the human subcortical auditory 
pathway for non- invasive research. the potential of these technological advances in 
neuroimaging is demonstrated by studies revealing, for the first time, the tonotopic 
organization of the human inferior colliculus197 (consisting of a dorsolateral to ventromedial 
low- to-high- frequency tuning gradient; see the figure) and the medial geniculate body 
(MGB)198, the joint encoding of frequency and sound location in the MGB, and the use of 
tonotopic mapping in the MGB to distinguish the different sub- nuclei in vivo (that is, the 
dorsal and ventral division)198.

Inferior 
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Low High
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information from each ear and the IPDs, resulting in a 
spectrotemporal representation of the sound combined 
with spatial cues at the output stage (presumably the cor­
tex). Given binaural real­ life sound as input, this model 
predicts a cortical representation of sound location 
consisting of two neuronal subpopulations with broad 
receptive fields, tuned to lateral locations in opposing 
hemifields.

These model predictions are in close alignment 
with observations of neuronal spatial tuning in the cat 
auditory cortex46,70, indicating that the model describes 
relatively well the transformation from binaural sound to 
neural representation (at least for cats). This confirma­
tion of the model’s predictions also suggests that cortical 
spatial receptive fields in cats indeed reflect statistical 
regularities in binaural sound70. A similar relationship 
between statistical regularities in sound and neural 
encoding has been shown for other sound attributes. 
For example, cortical spectrotemporal sensitivity61,63 
reflects the statistical regularities of spectrotemporal 
modulations in real­ life sounds74.

Along the same lines, Harper and McAlpine75 
introduced the notion of ‘optimal coding’. Although 
this model is a conceptual rather than a formal encod­
ing model (that is, it does not provide a mechanistic 
explanation for how binaural sound is transformed into 
the predicted neural representation), the optimal cod­
ing model is conceptually congruent with Młynarski’s 
encoding model70, and hence we discuss it here. Harper 
and McAlpine75 posit that the neuronal representation 
of IPDs is organized such that the range of IPDs pres­
ent in real­ life binaural sounds is encoded as accurately 
as possible. In other words, the neural representation 
is considered to be a consequence of the sensory input 
that it receives, similar to the sensory processing theories 
underlying Młynarski’s model.

More concretely, because the range of IPDs in real­ life 
sounds is dependent on head size and sound frequency 
(Box 1), the optimal coding model predicts that the neu­
ral coding strategy across different mammalian species 
is also dependent on these factors75. That is, for animals 
with a relatively large head size (such as macaques and 
humans), the optimal coding model predicts a mixture 
of neural IPD tuning: two subpopulations that have lat­
eral IPDs (outside the physiological range) in opposing 
hemifields for low­ frequency tones, and a homogeneous  
distribution of IPDs spanning the entire azimuth for 
high­ frequency tones (Fig. 2). In animals with a relatively 
small head size (such as gerbils), by contrast, the optimal 
coding model predicts two subpopulations with lateral 
IPD tuning for both high­ frequency and low­ frequency 
sounds. As we described previously, these predictions 
are in line with measurements of mammalian neural 
spatial tuning.

Interestingly, even though barn owls are considered 
distinct from mammals in terms of spatial auditory pro­
cessing65, the optimal coding model also explains the neu­
ral spatial tuning observed in this species. That is, neural 
encoding of IPDs in barn owls fits within the optimal 
coding framework by taking into account differences in 
the temporal resolution of the auditory system across spe­
cies (Box 1): auditory nerve fibres in barn owls can phase 

lock to frequencies up to 10 kHz (reFs76,77), enabling the 
extraction of accurate phase information at much higher 
sound frequencies than in other mammals (for example, 
in mammals such as humans, phase locking occurs up 
to a maximum of 1.5 kHz (reF.78). Consequently, even 
though barn owls have a small head, the optimal coding 
model predicts that, for tones >3 kHz, the most accu­
rate IPD encoding requires a homogeneous distribution 
of IPDs across auditory neurons, in line with single­ unit 
measurements of neural spatial tuning in barn owls66. 
Whether this homogeneous IPD distribution — either 
in barn owls or in mammals with a relatively large head 
size — arises from a delay line organization, as proposed 
by Jeffress64, is another matter that is not addressed by the 
optimal coding model.

In summary, the first steps in computational mod­
elling of sound location encoding have been taken, but 
further developments are needed. The validity of exist­
ing models needs to be tested empirically, and com­
parisons across different models are required to better 
understand which computational mechanisms best 
explain the transformation from real­ life binaural sound 
to neural representation. Such comparisons can also be 
made with fMRI in humans, using model­ based analy­
ses62,79,80 or representational similarity analysis81. These 
methods can evaluate models in terms of their ability 
to predict measured fMRI response patterns, and have 
been used to investigate the neural representations of 
sensory features in vision79–81 as well as in audition61,62,82. 
For example, a comparative study testing the accuracy 
of predictions of various computational models of cor­
tical sound encoding by measuring neuronal responses 
to naturalistic sounds with fMRI showed that the cortex 
contains interdependent, multi­ resolution representa­
tions of sound spectrograms61. Similar fMRI encoding 
studies can provide important insights into the cor­
tical representational mechanisms of sound location. 
Importantly, the increased resolution and submilli­
metre specificity enabled by ultra­ high field strength  
(7 T and higher) fMRI may be crucial to link the results 
in humans with those obtained in animal models83.

Encoding of multiple sound attributes. The spatial posi­
tion of a sound source is just one of the many attributes 
of sound. However, sound location can be considered 
somewhat distinct from other perceptual attributes that 
have a role in object recognition and categorization (for 
example, pitch) because it is used most directly to guide 
sensorimotor behaviour. Nevertheless, questions arise 
about when and how acoustic, perceptual and location 
features are integrated to give rise to a unified neural 
representation of a localized sound object (reviewed in 
detail elsewhere84).

Interdependent encoding of multiple sound attri­
butes may provide a (partial) answer to these questions. 
For instance, the encoding model70 described in the pre­
vious section argues for joint encoding of spatial and 
spectrotemporal sound features. Single­ cell recordings 
in ferrets also support this idea: neurons in the primary 
and higher­ order auditory cortex of ferrets are not only 
sensitive to sound location but are also co­ modulated 
by perceptual features such as pitch and timbre85. 

Sparse coding
A neural coding strategy in 
which single neurons encode 
sensory stimuli efficiently by 
representing the maximal 
amount of information possible 
(thereby saving computational 
resources), and neuronal 
populations consist of neurons 
that encode unique 
information (that is, neural 
responses are independent).
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In mammals with intermediate or large head sizes, such 
as macaques, cortical tuning to IPD is a function of 
sound frequency59. Furthermore, reports of a relation­
ship between frequency tuning and ITD tuning have 
also been reported on a subcortical level21,86. However, 
research directly testing the principles of interdepend­
ent encoding for binaural real­ life sound is scarce and 
more extensive studies are required to develop a better 
understanding of the relationship between the encoding 
of spatial position and other sound attributes84.

Decoding models: reading the code. In the previous sec­
tions, we described computational models of the physio­
logical mechanisms underlying the transformation from 
binaural real­ life sound into neural response (encoding 
models). A complementary question is how this infor­
mation is subsequently read out by downstream areas 
(such as the frontal cortex) to give rise to a perception of 
sound location. That is, which information in the neural 
response is most informative about location, and how 
is this read out by higher­ order, non­ sensory regions?  
To answer these questions, researchers have used decod­
ing approaches that reconstruct (decode) the position 
of a sound source as accurately as possible from meas­
ured neural activity. In the next paragraphs, we discuss 
insights derived from these studies.

A first, much debated concept that has been investi­
gated with decoding approaches is whether the neural  
representation of sound location is based on opponent  
coding mechanisms. Theories of opponent coding build 
on the observation that the majority of spatially sensi­
tive neurons exhibit the greatest response modulation at 
locations around the midline (both in subcortical struc­
tures and in the cortex)21,37,46,54,87. At a computational 
level, integrating information across neuronal popu­
lations with such tuning properties leads to the highest 
spatial acuity in the region around the midline — as 
evidenced by psychoacoustic studies9,23,24 (see the sec­
tion on mammalian spatial hearing). In addition, oppo­
nent coding has been considered a possible means to 
resolve the problem of level invariance46,54 . For accurate  
spatial hearing, the neural representation of sound loca­
tion needs to be unaffected by changes in sound level.  
This robustness can be achieved by an opponent  
coding mechanism in which the activity in two neuronal  
populations tuned to opposite hemifields is compared.

On a neural level, opponent coding mechanisms 
can take different forms: comparing the difference in 
mean or summed activity between two contralaterally 
tuned channels across hemispheres21,46, or between an 
ipsilateral and contralateral channel within a single 
hemisphere46,70. Other studies have even suggested that 
a third, frontally tuned channel is involved88,89. Decoding 
studies in cats46, humans54 and rabbits87 confirm that 
such opponent coding strategies convey information on 
sound location. Other empirical work, such as neural 
adaptation experiments and psychoacoustic studies, fur­
ther supports the validity of an opponent population rate 
code in the human auditory cortex90–93.

The opponent coding mechanisms described above 
rely on population activity rate; however, whether 
population sums or averages capture the richness of 

information available in the population response has 
been a matter of debate. Researchers have therefore also 
explored biologically plausible ways in which the brain 
can decode sound location from the pattern of popu­
lation activity, focusing on approaches such as population  
vectors94,95 and maximum likelihood estimation (MLE)96. 
Although population vector codes based on the activity 
of broadly direction­ sensitive neurons accurately repre­
sent the direction of arm movement in the motor cor­
tex, they have been less successful in applications to the 
representation of sound location87,97.

More promising are the results of maximum likeli­
hood models, which have provided sound location esti­
mates corresponding to the level of behavioural acuity 
from spike rate patterns in the caudolateral area of the 
macaque auditory cortex97 and in the rabbit inferior 
colliculus87. Likelihood estimation is a form of template 
matching in which the observed neural response across 
a population is compared with a template (that is, the 
idealized response curve) derived from tuning curves 
of neurons96,98. Consequently, the neurons that contrib­
ute most to the location estimate are those for which 
the estimate lies in the region of largest modulation 
(that is, the slope of the tuning curve), and not those 
that are most active98. Thus, MLE models are well suited 
to extract information from cortical neural response 
patterns. Furthermore, although these MLE models 
were initially developed for neural spike rates, they can 
be adapted to other types of data. For instance, a 2018 
study successfully applied a modified version of the 
MLE model to fMRI activity patterns to decode sound 
location from the human auditory cortex57. Moreover, 
likelihood estimation does not require an explicit defi­
nition of opponent coding as a subtraction mechanism, 
and can even accommodate a mixed coding strategy in 
which spatial tuning is dependent on sound frequency 
and head size75. Thus, likelihood estimation is a good 
candidate model for the readout of sound location from 
population activity patterns by higher­ order regions.

Taken together, evidence is growing that, in mammals,  
population pattern representations are more inform­
ative of sound location than rate codes or population 
vector representations. Additionally, most empirical 
findings described here indicate that the readout of 
sound location from neural responses benefits from the 
inclusion of opponent mechanisms. The precise form 
of such opponent coding remains a matter of debate. 
Furthermore, understanding of where this readout of 
spatial information takes place is also limited. In the next 
section, we therefore examine sound location process­
ing on a larger scale, that is, within the cortical auditory  
processing network.

The cortical spatial auditory network
Hierarchical, specialized processing. A prominent 
model of auditory processing is the dual­ stream model, 
which posits that auditory processing takes place in two 
functionally specialized pathways99,100: a ventral ‘what’ 
pathway dedicated to processing sound object identity, 
and a dorsal ‘where’ pathway dedicated to spatial pro­
cessing (analogous to the dual­ stream model for the 
visual system101,102). That is, this functionally specialized 

Opponent coding
A neural representational 
mechanism in which sensory 
stimuli are represented by the 
integrated activity of two 
neuronal populations tuned to 
opposite values of the 
characteristic under 
consideration (for sound 
location: the integrated activity 
of a population tuned to the 
left hemifield and a population 
tuned to the right hemifield).
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framework views cortical auditory processing as a 
hierarchical series of feedforward analysis stages from 
sensory (acoustic) processing in the PAC to specialized 
processing of higher­ order sound attributes (such as 
sound location) in higher­ level areas. Thus, in this view, 
sound localization is a higher­ order sound attribute.

Evidence for this dual, hierarchical organization of 
auditory processing comes from both animal and human 
studies. Single­ cell recordings first identified function­
ally specialized what and where pathways in rhesus 
monkeys39,99,100. Anatomical studies of corticocortical 
connections in non­ human primates provided further 
support, showing a dorsal stream originating from cau­
dal belt fields and projecting to the posterior parietal 
cortex, to eventually end in the dorsolateral prefron­
tal cortex (dlPFC103). In humans, neuroimaging studies 
revealed a similar functional dissociation between spa­
tial and object identity processing104–106. Anatomically, 
the human homologue of the dorsal spatial processing 
pathway projects from the planum temporale to the 
inferior parietal lobule, premotor cortex and, finally, 
dlPFC107–110 — or its equivalent in the inferior frontal 
cortex110–112. Finally, lesion studies provide causal evi­
dence for the notion of dual auditory pathways in the 
ventral and dorsal streams of humans113,114 and other 
mammals115.

In the past few years, functions associated with the 
dorsal where stream have been extended beyond spatial 
auditory processing to include auditory motion pro­
cessing116–118, temporal processing119 and sensorimotor 
functions (reviewed elsewhere110). These functions are 
closely related to spatial processing, and altogether, 
robust evidence across mammalian species indicates 
the involvement of posterior–dorsal regions in spatial 
auditory processing. However, later empirical work sug­
gests that a strictly hierarchical, feedforward notion of 
spatial auditory processing may be incomplete. Below, 
we review these findings and discuss their implications 
for the cortical processing of sound location.

A recurrent model. Psychophysical studies show that 
active spatial listening is dynamic. For instance, atten­
tion to specific locations leads to more rapid processing 
of auditory targets at these locations120–122, and spatial 
attention facilitates the understanding of speech in the 
presence of competing but spatially separated speech 
streams123. According to the hierarchical view of audi­
tory processing, the neural mechanisms supporting such 
dynamic spatial listening are expected to be found in 
the posterior–dorsal auditory areas that are function­
ally specialized for sound location processing. However, 
research shows that the PAC might sustain this dynamic 
spatial listening57,58 (see the section on cortical spatial 
tuning properties).

Specifically, single­ cell recordings in alert and behav­
ing cats revealed that spatial tuning in the PAC sharp­
ens during task performance58. Although this effect was 
also present in ‘spatial’ areas, such as the dorsal zone 
and posterior auditory field, the effect was stronger in 
the PAC124. Similar sharpening of spatial tuning in the 
PAC during active, goal­ oriented sound localization has 
been demonstrated with fMRI in humans57. Notably, 

although these effects may have been expected in the 
planum temporale — the human spatial auditory area 
— task performance did not modulate spatial tuning 
in this region. Another fMRI study in humans did not 
observe the same changes in ILD and ITD selectivity 
with task performance55. However, this study considered 
average response functions across the entire auditory 
cortex, which may have diluted localized effects within 
the PAC55.

Thus, the combined evidence from animal and 
human studies provides a first indication that spatial 
sensitivity in the PAC is flexible and dependent on 
behavioural demands, and that the PAC is involved in 
sound location processing during active, goal­ oriented 
localization. These findings tap into a long­ standing 
debate on the functional role of the PAC in the trans­
formation from acoustic processing to the representa­
tion of higher­ order ‘abstract’ sound properties that 
takes place in the auditory system84. Even though com­
parable modulations of neuronal tuning in the PAC 
by behavioural demands have been reported for other 
acoustic attributes, these effects typically concerned 
low­level (acoustic) features. For example, attending 
to a particular reference sound can induce adaptive 
changes in spectro temporal tuning that facilitate target  
detection125–127 (reviewed elsewhere128).

In the context of spatial processing, neurons in the 
PAC might arguably be selective for elementary spa­
tial cues such as ITDs and ILDs rather than location 
per se129–131 (see the section on cue integration). In that 
case, sharpening of neural tuning in the PAC reflects 
sharpening of responses at a processing level, similar to 
the sharpening of spectrotemporal tuning with attention. 
Alternatively, following the idea that sound location is a 
higher­ order attribute, sharpening of spatial receptive 
fields in the PAC during active sound localization seems 
to call into question the proposed, strictly hierarchical 
nature of cortical spatial processing.

The observed effects in the PAC might be a con­
sequence of feedback projections from higher­ order 
regions that are initiated or strengthened by behav­
ioural or cognitive demands during goal­ oriented sound 
localization (Fig. 3). Such feedback connections have also 
been incorporated in models of visual processing (for 
example, recurrent132 and integrated133 models, and the 
‘reverse hierarchy’ model for visual and auditory sen­
sory learning134). For auditory spatial processing, the 
dlPFC is a likely candidate for the source of origin of 
the top­ down modulations135,136. This region is assumed 
to translate sensory representations into task­ based 
representations137.

However, a more intriguing question relates to the 
identity of the targets of the frontal feedback projections. 
Possibly, these feedback projections are reciprocal to 
the feedforward projections within the auditory dorsal 
stream. In this scenario, feedback projections reach the 
PAC either directly (although no evidence exists for an 
anatomical connection between the PAC and the PFC) 
or indirectly through the connection between posterior–
dorsal regions (that is, the caudal belt in non­ human pri­
mates and the planum temporale in humans) and the 
PAC32,34. An alternative scenario involves corticofugal 
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projections from the PFC to subcortical structures, 
which in turn affect PAC processing58. That is, cortico­
fugal projections from the PFC can modulate activity in 
the thalamic reticular nucleus, as has been demonstrated 
for visual attention138. These effects are then propagated 
as inhibitory modulations to the medial geniculate 
body139, subsequently leading to neural response changes 
in the PAC140.

In summary, empirical work indicates a stronger 
involvement of the PAC in spatial auditory processing 
during active, goal­ oriented localization than assumed 
within the hierarchical framework of cortical spatial 
auditory processing. This finding suggests that the 
hierarchical framework needs to be extended by incor­
porating recurrent connections to accommodate task­ 
dependent modulations of spatial tuning in primary 
regions. Which form this dynamic cortical auditory 
network takes is presently unclear, although several 
hypotheses can be formulated. To test the validity of 
these hypotheses, functional connectivity studies in 
humans and non­ human primates are needed to meas­
ure the task­ dependent modulations of interactions 
between cortical (and subcortical) regions during sound 
localization. On a smaller scale, laminar electrophysiol­
ogy141–143 and laminar fMRI144–146 can elucidate the 
cortical micro­ circuitry of feedforward and feedback 
connections involved in dynamic spatial receptive fields 
and attentional effects.

Is one hemisphere enough?. Another important debate 
concerning the cortical network for sound location pro­
cessing is whether both hemispheres are required for 
accurate sound localization, or only one. Lesion studies 
typically report contralesional localization impairments 
following unilateral lesions3,4,114,147,148, suggesting that one 
hemisphere is enough to accurately localize sounds in 
contralateral space. However, location decoding studies 
typically report more accurate location estimates when 

combining information across hemispheres21,37,46,57, 
indicating that combining information from bilateral 
auditory cortices is optimal. Possibly, these divergent 
findings are the result of differences in the behavioural 
state of the listener between these experimental para­
digms: localization impairments in lesion studies are 
measured during active, goal­ oriented sound localiza­
tion, whereas location decoding is most often performed 
using measurements of neural activity acquired during 
passive listening.

Specifically, in previous sections, we described empir­
ical work showing that the behavioural state of a listener 
modulates spatial tuning within the auditory cortex 
(see the section on cortical spatial tuning properties). 
Similarly, behavioural demands (that is, engaging in 
active sound localization) might conceivably strengthen 
the functional connection between the bilateral auditory 
cortices, which in turn affects the neural representation 
of sound location within each hemisphere. Thus, we can 
hypothesize that during passive listening, the interhemis­
pheric connection is marginal and each hemisphere  
contains an isolated, suboptimal representation of pre­
dominantly contralateral sound locations. In this case, 
a post hoc combination of the neural activity in each 
hemisphere by a location decoding approach integrates 
unique spatial information, resulting in more accurate 
location estimates. This ‘bilateral gain’ has been demon­
strated in population coding studies that measured 
neural responses during passive listening46,54.

By contrast, during active, goal­ oriented sound 
localization, the neural representation of sound loca­
tion becomes more precise within each hemisphere 
(that is, sharper spatial tuning)57,58, resulting in accu­
rate contralateral sound localization (in line with lesion 
studies3,4,114,147,148). In addition, the stronger functional 
connection between bilateral auditory cortices during 
active localization leads to interhemispheric information 
exchange, resulting in comparable spatial representations 

PAC
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IPL

PMCdlPFC
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dlPFC
(9/46) 1
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Fig. 3 | cortical network of sound location processing. Schematic representation of the different stages of sound 
location processing in the cortical auditory pathway during passive sound localization (left) and active, goal- oriented 
localization (right). The blue areas indicate auditory cortical regions, with darker blue representing increased spatial 
sensitivity. The red areas are sensorimotor regions of the auditory dorsal stream. The solid arrows signal functional 
corticocortical (feedforward) connections. The dashed arrows indicate two potential routes for feedback connections  
to explain the sharpening of spatial tuning in the primary auditory cortex (PAC) during active sound localization. Arrow 1 
reflects a direct feedback route for top- down modulation of activity in the PAC by the dorsolateral prefrontal cortex 
(dlPFC). Arrow 2 reflects an indirect feedback route in which top- down modulations of PAC activity by the dlPFC are 
mediated by the planum temporale (PT), the area that is traditionally implicated in spatial processing. The numbers 8, 9 
and 46 refer to Brodmann areas. IPL , inferior parietal lobule; PMC, premotor cortex.
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of the entire azimuth. A post hoc combination of neu­
ral activity across hemispheres in a decoding approach 
will therefore not necessarily lead to improved location 
estimates. Importantly, the results of a decoding study in 
humans confirm this pattern: during a non­ localization 
task, each hemisphere contained complementary infor­
mation, whereas the information was redundant during 
an active sound localization task57.

Thus, the behavioural state of a listener appears to 
affect the cortical network of auditory spatial processing 
in multiple ways: in terms of feedback connections from 
frontal regions to cortical auditory regions and in terms 
of interhemispheric connections. We are only beginning 
to unravel the nature of these dynamic mechanisms in 
the cortical network for sound location processing, and 
more research on the functional connections within 
this network — in varying behavioural conditions 
— is required.

Adaptive mechanisms
The neural processing of sound location is not only 
shaped by the behavioural state of the listener but 
also by the input to the auditory system. This effect 
is demonstrated clearly by research into sound local­
ization in unilateral hearing loss (reviewed in detail 
elsewhere149). Specifically, monaural deprivation can 
have a detrimental effect on spatial hearing150–152, but 
behavioural data show that adaptive mechanisms can 
mediate the effects of a change in input and, partly, 
restore spatial hearing149. These adaptive mechanisms 
include the reweighting of spatial cues (resulting in an 
increased reliance on spectral cues for horizontal local­
ization153–157) and the remapping of binaural cues to 
correct for the altered input to the two ears in case of 
asymmetric hearing loss (that is, with some remaining 
input to the deprived ear)157,158.

Single­ cell recordings in ferrets156–158 and rats159 
indicate that these compensatory mechanisms are the 
result of neural plasticity in the PAC (although adap­
tive changes at other sites may also be of relevance160). 
Interestingly, both compensatory mechanisms are repre­
sented in the PAC: a subpopulation of neurons exhibits 
enhanced sensitivity to spectral cues156, while a separate 
distinct subpopulation exhibits remapping of ILD sensi­
tivity157,158. Importantly, the latter finding suggests that 
neural tuning to binaural spatial cues is a function of the  
input to the auditory system (hence the shift in sensi­
tivity in monaural deprivation), but that the underlying 
neural coding principles for binaural sound localization 
(that is, opponent coding) are not affected by changes 
in input.

Cue integration
Until now, we have described cortical mechanisms for 
spatial hearing mostly in terms of processing of ‘sound 
location’. However, to arrive at a percept of sound loca­
tion, the auditory system has to combine information 
from different types of spatial cues: ITDs, ILDs and spec­
tral cues (see the section on mammalian spatial hearing). 
Given that ITDs and ILDs are processed in anatomically 
distinct pathways in the brainstem, at least until the level 
of the inferior colliculus161 (Box 2), such cue integration 

might conceivably start either at the inferior colliculus 
or at the cortex. In fact, cue integration might be one of 
the most important contributions of the auditory cor­
tex to spatial auditory processing. Whereas most of the 
studies described so far employed stimuli that contained 
a mixture of spatial cues, other lines of research have 
focused on unravelling cortical cue integration with arti­
ficially spatialized stimuli in which ITDs and ILDs can 
be manipulated in isolation.

The results of such approaches are equivocal. Some 
studies report that ITDs and ILDs are processed in over­
lapping cortical regions55,56,162. These findings are indic­
ative of an abstract, cue­ independent representation of 
sound location in the cortex. Further evidence for inte­
grated processing comes from magnetoencephalography 
measurements demonstrating location­ dependent neu­
ral adaptation irrespective of the type of spatial cue of 
the probe and adaptor sound163. Moreover, cortical fMRI 
activity patterns in response to ITDs are similar to those 
in response to ILDs, even to the extent that location 
can be decoded by a classifier across cues55. However, 
other studies have shown distinct topographies and time 
courses for each binaural cue129–131, suggesting that ITDs 
and ILDs are processed in parallel (possibly interacting) 
cortical networks. The findings of a lesion study in 
humans also contradict the idea of fully integrated pro­
cessing: differential patterns of localization errors were 
observed for sounds spatialized with ITDs or ILDs after 
brain damage (although considerable variety existed in 
the extent and onset of lesions between participants)5.

How can these discrepancies in experimental results 
be reconciled? Possibly, neural encoding of sound 
location is a two­ stage process that starts from lower­ 
order representations of individual binaural cues that 
later converge to a generalized representation of sound 
location. Similar frameworks have been proposed  
for the encoding of other sound attributes. For example, 
the auditory system has been proposed to extract pitch 
information from two different mechanisms (a tempo­
ral and a spectral mechanism) that may converge later 
in a cortical ‘pitch centre’164,165 to arrive at a generalized 
representation166 (although the notion of a pitch centre is 
debated, as reviewed elsewhere167). However, if this two­ 
stage process for encoding of sound location is correct, 
where and how the convergence of ITD and ILD pro­
cessing occurs in the cortex are unclear. Thus, the corti­
cal contribution to cue integration and the emergence of 
an abstract perception of sound location are important 
areas for future research.

Sound localization in complex scenes
In this Review, we have so far discussed cortical mecha­
nisms for the encoding of absolute sound location. 
However, in daily life, listeners are typically presented 
with complex auditory scenes consisting of multiple, 
spatially separated sound sources (Fig. 4). Such listen­
ing environments introduce additional difficulties for 
absolute sound localization but simultaneously pro­
vide new information to the auditory system in terms 
of relative sound location. In this final section, we review 
empirical work addressing these topics concerning 
spatial hearing in complex auditory scenes.

Relative sound location
in multi- source listening 
environments, the relative 
sound location refers to the 
location of the individual sound 
sources with respect to each 
other, that is, the spatial 
separation.
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Interfering sounds. Multi­ source listening environ­
ments result in distorted and fluctuating binaural cues20. 
Nevertheless, humans are often still able to localize a tar­
get accurately168–171 (although one study showed that the 
presence of a distractor shifts the perceived location of 
the target towards the distractor172). Although cortical 
top­ down mechanisms such as spatial selective attention 
can help to reduce the confusion between a target and 
interfering sound sources173, this mechanism does 
not solve the inherent ambiguity of the binaural cues. 
Accordingly, the presentation of an interfering, spatially 
separated sound distorts azimuth response functions in 
the auditory pathway of cats174 and rabbits20. Given this 
ambiguity in the neural response, how does the auditory 
system derive the spatial position of a target?

One possible strategy — considering the relatively 
sparse temporal and spectral character of real­ life sounds 

— is to localize the target in the short periods in which 
one of the sources is present in relative isolation20,175 
(Fig. 4). This approach effectively removes the binaural 
ambiguity and reduces the computation to that of single­ 
source localization. However, how the brain determines 
whether one or more sound sources are simultaneously 
present is not clear. It is possible that the auditory system 
uses the degree of interaural decorrelation (for exam­
ple, interaural coherence) as a criterion175,176. Interaural 
coherence decreases in the presence of multiple, spatially 
separated sound sources, and ITD­ sensitive neurons 
in the inferior colliculus and auditory cortex of alert 
rabbits typically also exhibit sensitivity to interaural 
coherence87,177. However, no direct evidence yet exists to 
support this hypothesis, and the mechanisms underlying 
localization in the presence of an interfering, spatially 
separated sound source are not well understood.

Spatial selective attention
The attentional focus of a 
listener on a particular location 
and the sounds presented at 
this location, while ignoring 
sounds at other locations.
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Fig. 4 | sound localization in complex auditory scenes. a | The distortion of 
interaural time differences (ITDs) in complex (multi- source) listening scenes. 
Left panel: the spatial layout of a complex auditory scene with two sound 
sources. Middle panel: the sound wave of the listening scene if source 1 is 
present in isolation (top row), if source 2 is present in isolation (middle row) or 
if sources 1 and 2 are concurrent (bottom row); owing to the sparse character 
of natural sounds, concurrent sound streams contain time instants in which 
only one sound source is present (indicated by the grey rectangles). Right 
panel: a schematic representation of ITDs to be expected if source 1 is 
present in isolation (top row), if source 2 is present in isolation (middle row), 
and if sources 1 and 2 are concurrent (bottom row). ITDs for concurrent 
sounds are distorted and fluctuate over time (bottom row) but accurately 
reflect the position of a single source in time instants when only this sound 
source is present (grey rectangles). The auditory system is hypothesized to 

use the ITDs in these time instants for sound localization. b | Two potential 
neural codes for spatial separation. The left panel illustrates a neural 
representation of relative sound location that is independent of the absolute 
location of the individual sound sources. That is, the pattern of neural activity 
in the population is determined by the angle of spatial separation between 
the individual sound sources (α). Importantly , an identical perceptual spatial 
separation (that is, identical α) will result in the same pattern of neural activity 
even when the locations of the sound sources differ from those depicted here. 
By contrast, the right panel shows a neural representation of spatial separation 
that emerges from the absolute location of individual sound sources. 
Specifically , the pattern of activity in the neuronal population is determined 
by the location of the individual sound sources. Thus, an identical angle of 
spatial separation (α) will result in a different pattern of neural activity when 
the two sound sources are at locations different from those depicted here.
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Spatial processing for scene analysis. A related topic is 
the neural encoding of relative sound location, which 
contains useful information for the auditory system. For 
instance, spatial separation can contribute to the group­
ing of incoming sound waves into coherent auditory 
objects, a process known as auditory scene analysis178. 
In this context, spatial cues seem to be especially rele­
vant for the grouping (streaming) of interleaved sound 
sequences over time173,179 (although experimental 
evidence is equivocal180,181).

Neurophysiological measurements show that 
auditory stream segregation on the basis of acoustic pro­
perties, such as sound frequency, involves the PAC182–185. 
However, research into spatial stream segregation is very  
limited. A study in cats showed that spatial stream segre­
gation for sequential, interleaved streams can be pre­
dicted from neural activity in the PAC using a model  
of neural spatial sensitivity to isolated sound sources 
in combination with an attenuation factor representing 
the observed decrease in neuronal response in the pre­
sence of a competing sound source186. Thus, the neural 
representation of spatial stream segregation in the cat 
PAC appeared to be contingent on the representation of 
absolute sound location.

By contrast, psychophysical results in humans point 
in the direction of distinct location and separation pro­
cessing187. These diverging results might, once more, 
be traced to differences in the behavioural state of the 
listener: the human listeners were alert and perform­
ing a stream segregation task, whereas the single­ cell 
recordings were made in anaesthetized cats. Possibly, 
the representation of spatial separation is more distinct 
from absolute location processing during active spatial 
streaming than during passive listening. To test this 
hypothesis, neurophysiological research examining the 
relationship between absolute and relative sound loca­
tion processing in different behavioural conditions is 
required. Such research would also advance our under­
standing of the relative contribution of primary and 
higher­ order auditory regions (especially the ‘computa­
tional hub’, that is, the planum temporale188,189) to spatial 

segregation, a question that has not been addressed 
directly by existing studies.

Conclusions
Novel research paradigms using alert and responsive 
subjects, real­ life sounds and advanced computational 
modelling approaches have contributed substantially to 
our understanding of the complex computational mecha­
nisms underlying spatial hearing. Evidence is growing that 
the hierarchical model of location processing might need 
to be extended to include recurrent (and possibly even 
interhemispheric) connections to accommodate goal­ 
oriented sound localization. Furthermore, the notion of 
a neural representation of sound location as a popu lation 
pattern code is gaining momentum, even if the trans­
formation from binaural sound to neural response is still 
poorly understood. Additionally, an important note of 
caution for cross­ species comparisons has emerged from 
insights into the influence of head size on IPD encoding 
in mammals. In terms of the role of the auditory cortex in  
spatial hearing, the research discussed in this Review 
highlights that the auditory cortical network is especially 
relevant for spatial processing in the context of behav­
ioural goals as well as for spatial processing of complex, 
real­ life sounds and in multi­ source auditory scenes.

Amid these advancing insights, several important 
questions remain unresolved. For example, a mechanistic 
understanding of the integration of different spatial cues 
or the localization of sounds in multi­ source settings is 
still lacking. Knowledge of the interaction between neu­
ral processing of sound location and other sound attri­
butes is equally minimal. For future research directions, 
the work discussed here emphasizes that experimental 
set­ ups using real­ life, complex sounds in ecologically 
valid listening scenes are required to gain a better under­
standing of the full complexity of cortical sound location 
processing. Merging computational modelling strategies 
with neurophysiological measurements will provide 
substantial support to these research efforts.
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