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In naturalistic settings emotional events have multiple correlates and are simultaneously
perceived by several sensory systems. Recent studies have shown that recognition of facial
expressions is biased towards the emotion expressed by a simultaneously presented
emotional expression in the voice even if attention is directed to the face only. So far, no
study examined whether this phenomenon also applies to whole body expressions, although
there is no obvious reason why this crossmodal influence would be specific for faces. Here we
investigated whether perception of emotions expressed in whole body movements is
influenced by affective information provided by human and by animal vocalizations.
Participants were instructed to attend to the action displayed by the body and to categorize
the expressed emotion. The results indicate that recognition of body language is biased
towards the emotion expressed by the simultaneously presented auditory information,
whether it consist ofhumanorof animal sounds.Our results show that a crossmodal influence
from auditory to visual emotional information obtains for whole body video images with the
facial expression blanked and includes human as well as animal sounds.

© 2008 Elsevier B.V. All rights reserved.
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1. Introduction

When Hitchcock shows Norman Bates stabbing his victim to
death in the shower or when the dorsal fin of a shark surfaces
in “Jaws”, the soundtrack is always there to underscore the
message. Movie directors rely heavily on the extra dimension
added to the movie experience by the soundtrack to convey
emotion and aim at creating a multimodal experience in the
viewer.

Experimental research on combined perception of auditory
and visual stimuli has a long history (Müller, 1840), and there

is now considerable evidence that multisensory stimuli
presented in spatial or temporal proximity are bound by the
brain into a unique perceptual gestalt (for reviews see de
Gelder and Bertelson, 2003; Welch and Warren, 1986). Studies
investigating the recognition of bimodal human emotional
expressions typically consist of presenting audiovisual stimu-
lus pairs in which the emotional content between the visual
and auditory modality is either congruent or incongruent (de
Gelder et al., 1999; de Gelder and Vroomen, 2000; Ethofer et al.,
2006; Massaro and Egan, 1996; Spreckelmeyer et al., 2006; Van
den Stock et al., 2007). For example, de Gelder and Vroomen
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(2000) presented a static face expressing sadness or happiness
combined with a spoken sentence with an emotionally neutral
meaning but with either a sad or happy tone of voice. Par-
ticipantswere asked to ignore thevoice and to indicatewhether
the face expressed happiness or sadness. The results indicated
a clear crossmodal bias, e.g. a sad facial expression paired with
a happy voice was recognized more as happy, compared to
when the same facial expressionwas pairedwith a sad voice. In
a follow up experiment, the task was reversed and participants
were instructed to categorize the vocal expression and ignore
the face. The results showed that the voice ratings were biased
towards the emotion expressed by the face. The findings from
deGelder andVroomen (2000) are consistentwith other studies
on bimodal perception of affect expressed in face and voice (de
Gelder et al., 1999; Ethofer et al., 2006; Massaro and Egan, 1996).

We know from daily experience that emotions are not
solely expressed in the face and the voice, but also conveyed
very forcefully and over considerable distance by postures and
movements of the whole body. Research on whole body
perception is emerging as a new field in neuroscience (e.g.
Atkinson et al., 2004; de Gelder, 2006; Grezes et al., 2007; Peelen
and Downing, 2007). In view of these new findings a question
is whether similar interactions as previously observed for
facial expressions and auditory stimuli will also be obtained
when observers are shown body–voice pairs. Recently, we
presented static happy and fearful whole body expressions
with faces blurred and each combined with a happy or fearful
voice. Participants were asked to ignore the body expression
and rate the emotion expressed by the voice. The results
indicated that recognition of voice prosody was biased
towards the emotion expressed by the whole body (Van den
Stock et al., 2007, experiment 3). Here, we take that line of
research a step further and investigate whether similar effects
can be obtained with dynamic body images. Also, we address
the question whether, as suggested by the familiar movie
viewer's experience, there is crossmodal influence if both
modalities are unmistakably and recognizably produced by a
different source as is indeed often the case in naturalistic
circumstances.

In this study, we present dynamic whole body expressions of
emotion, showingpersons engaged inaneveryday activity and in
a realistic context. In contrast to earlier studies we used non-
verbal auditory information consisting of human vocalizations
and also of animal sounds, two conditions that befit the
naturalistic circumstances of viewing emotional body expres-
sions from a relative distance. By using these two kinds of aud-
itory information we address the issue whether environmental
sounds (i.e. auditory stimuli originating from a source other
than the visual stimulus) have a similar influence on recogni-
tion of visual human expressions as we expect voices to have.

Thirdly, to minimize semantic or verbal processing, which
is initiated automatically when verbal information is pre-
sented, we used non-verbal auditory materials. Until now,
only verbal vocalizations have been used to investigate
crossmodal bias effects in processing human expressions.
Non-verbal utterances have been used recently in scene–voice
pairs. Spreckelmeyer et al. (2006) presented an emotionally
sung syllable (“ha”) paired with an emotional scene and asked
participants to rate the valence of the scene. The authors did
not observe an influence of the non-verbal vocalization on the

ratings of the visual stimulus. However, pairing scenes with a
sung syllable has limited ecological value. Also, a number of
scenes in this study evoke an emotional experience, rather
than showing an emotional expression (for example a picture
of a baby or bunny).

Here, we investigate the influence of human and environ-
mental emotional auditory information on the recognition of
emotional body expression. For the case of the environmental
auditory stimuli, we presented animal vocalizations inducing
fear or happiness, creating realistic bimodal stimuli in the
congruent conditions. Participants were presented video clips
of happy or fearful body language. These were simultaneously
presented with either congruent or incongruent human or
animal vocalizations, or without auditory information. The
experiment used a two alternative forced choice task and the
instructions requested the participants to categorize the
emotion expressed by the body stressing speed and accuracy.

2. Results

Trials with reaction times below 1000 ms and above 3000 ms
(post-stimulusonset)wereexcluded.Oneparticipant responded
outside this timewindowonmore than10%of the trials andwas
therefore excluded from the analysis. We computed the
proportion happy responses of the different conditions. Results
are shown in Fig. 1.

2.1. Human vocalizations

A repeatedmeasures ANOVAwas performed on the proportion
happy responses with visual emotion (fearful and happy) and
(human) auditory emotion (fearful, happy and no auditory
stimulus) aswithin-subjects factors. This revealed a significant

Fig. 1 – Proportion ‘happy’ responses in the bimodal and
unimodal conditions, separated by emotion, auditory
category and congruence. *p<.05; **p<.01; ***p<.001 congr.=
congruent; incongr.= incongruent.
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effect of visual emotion F(1,25)=85.993, p<.001, auditory emo-
tion, F(2,50)=16.523, p< .001, and a significant interaction
between visual emotion and auditory emotion, F(2,50)=5.761,
p<.006.

To follow up on the interaction effect and to test the
influenceof theauditory stimuli on the recognitionof the visual
stimuli, we performed paired sample t-tests. Against the
backgroundof our previous experiments using faces and voices
(e.g. de Gelder and Vroomen, 2000), we expect expression
recognition performance on the congruent stimulus combina-
tions to be better, compared to the unimodal combinations.
Likewise, performance on the unimodal conditions is expected
to be higher than on the incongruent conditions. Therefore, we
performed one-tailed t-tests, comparing the unimodal condi-
tions (V) with their respective bimodal (AV) conditions. For the
happy body language, there was a difference between baseline
[V(happy)] and both congruent AV, t(25)=2.935, p<.01, and
incongruent AV, t(25)=2.945, p< .01. For the fearful body
language, there was a significant difference between baseline
[V(fear)] and incongruent AV, t(25)=4.217, p<.001.

2.2. Animal vocalizations

A repeated measures ANOVA on the proportion happy
responseswith visual emotion (fearful andhappy) and (animal)
auditory emotion (fearful, happy and no auditory stimulus) as
within-subjects factors, revealed a significant effect of visual
emotion F(1,25)=92.050, p<.001, auditory emotion, F(2,50)=
3.405, p<.041, and an interaction between visual emotion and
auditory emotion, F(2,50)=5.040, p<.010. The post-hoc paired t-
tests (one-tailed) showed significant differences between [V
(happy)] and congruent AV, t(25)=1.823, p<.040; between [V
(happy)] and incongruent AV, t(25)=1.948, p<.032 and between
[V(fear)] and incongruent AV, t(25)=1.726, p<.050.

2.3. Human and animal vocalizations

To compare the influence of humanwith animal vocalizations,
we ran a 2 (video emotion: fearful and happy)×2 (auditory
emotion: fearful and happy)×2 (auditory source: human and
animal) repeated measures ANOVA on the proportion happy
responses. This revealed a significant main effect of visual
emotion F(1,25)=56.048, p<.001; auditory emotion F(1,25)=
11.001, p<.005; a two-way visual×auditory emotion interac-
tion F(1,25)=11.564, p<.005; a two-way auditory emotion×
source interaction F(1,25)=16.088, p<.001; a two-way visual
emotion×source interaction F(1,25)=5.140, p<.05; and a three-
way visual emotion×auditory emotion ×source interaction F
(1,25)=5.532, p<.05. The two-way auditory emotion
×source interaction indicates a different influence of the
human and animal vocalizations. To follow up on this effect,
we compared the influence of the human with the animal
vocalizations, by computing the difference between the
congruent and incongruent combinations, for the human and
animal sounds separately (namely the human congruent
conditions minus the human incongruent conditions and the
animal congruent conditions minus the animal incongruent
conditions). This difference was significantly larger for the
human audio (mean 0.27, std 0.32) than for the animal audio
(mean 0.12, std 0.31), as revealed by a two-tailed paired sample

t-test t(25) = 4.011, p<0.001. The three-way interaction indi-
cates the differential influence of the sources varies across
visual emotion. We therefore computed the difference
between the congruent and incongruent conditions for every
auditory source and visual emotion. Paired t-tests showed for
both happy and fearful body language a significant difference
between the human congruent minus incongruent measure
and the animal congruent minus incongruent measure.

Since a delayed reaction time task was used, no reaction
time data were analyzed.

3. Discussion

The first aim of the present study was to investigate whether
auditory information influences recognition of the emotion
expressed in a simultaneously presented dynamic body
expression. To testwhether suchcrossmodal influenceobtains,
we presented video clips paired with non-verbal vocalizations
and presented these stimuli with the instruction to categorize
the emotion expressed by the body while ignoring the
information provided by the auditory channel. Our results
clearly indicate that recognition of body expressions is influ-
enced by non-verbal vocal expressions. These findings are
consistent with previous reports of crossmodal bias effects of
vocal expressions on recognition of facial expressions, so far all
using verbal stimuli (de Gelder et al., 1999; de Gelder and
Vroomen, 2000; Ethofer et al., 2006; Massaro and Egan, 1996).

Our second aim was to investigate whether crossmodal
influence is dependent on the perceived source of the auditory
information or also obtains when different sources (human or
animal sounds) have a similar signal function. Indeed, we find a
clear influence of task irrelevant human voices on recognition of
body language. However, the results also demonstrate that
recognition of body language is influenced by environmental
sounds. Happy body language is recognized better in combina-
tionwith joyful bird songs, and recognizedworse in combination
with aggressive dog barks, compared to when the same happy
body language is presented without auditory information.
Human bodies are more intimately linked to human vocal
expressions than animal vocalizations, which suggest that
crossmodal influences are more probable in body–voice pairs,
even if both can be perceived as carrying the same meaning, a
typical example being danger signaling. The significant auditory
emotion×source two-way interaction indicates that the impact
of human vocalizations on the recognition of body language is
larger than the impact of animal vocalizations. In view of the
results of the pilot study which showed that human and animal
vocalizations are recognized equally well, one may take this
result as indicating that in general, human sounds influence
recognition of human body language to a greater extent than
animal sounds. Such an interpretation would be consistent with
views in the literature on the importance of semantic and
cognitive factors in multisensory pairing. A more finely tuned
comparison of the impact of both sources would need a more
detailedbalancingofbothsources, for exampleon thebasisof the
variability inpitchandvolume.Muchassuchcontrolsareneeded
in future research, wewould like to point out that controlling the
physical dimensions does not settle questions on the role of
semantic and cognitive factors affecting crossmodal bias (de
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Gelder and Bertelson, 2003). The nature of the privileged link
between a facial or a bodily expression and auditory affective
information produced by a person is at present not well under-
stood. Similarly, comparisons between human sounds and the
onespresent in theenvironmenthaveso farnotbeenundertaken
frequently.Onerecentsuggestion is that the linkbetweenhuman
face–body expressions and human vocalizations is based on
premotorandmotorstructures inchargeofproducing theseenas
well as the heard actions (Kohler et al., 2002). This would indeed
explain the special status of human vocalizations observed here.
But clear evidence in support of this view is currently not
available. On the other hand, if at present there were a body of
evidence, as for example could be provided by brain imaging
studies, in support of the notion that heard and seen emotional
expressions activate similar brainareas, alternative explanations
come tomind. In fact, seen and heard emotion expressions may
bothactivate the same “affect program”as argued for exampleby
Tomkins (1962, 1963) and later Ekman (1982). Known conver-
gence of auditory and visual afferents on the amygdala supports
this view (Dolan et al., 2001). The latter alternative can
accommodate easily the similarity in emotional signal function
between human and animal sounds without appeal to a
perception/production link. The present study raises these
questions as topics for future research in the relatively novel
field which will need to address the issues raised for three
decades concerning the links between seen and heard speech
perception. In the same vein future research will address the
question whether the crossmodal bias also obtains between a
visual image and a written word instead of its sound referent.
This is again a matter that has been investigated in the area of
audiovisual speechandbeenanswerednegatively (Vroomenand
de Gelder, 2000).

The crossmodal influenceweobservehere is slightly different
depending on whether the bodily expressions are fearful or
happy. A comparison of the AV-conditions with the V-condition
yielded a performance increase in AV-congruent condition and a
performance decline in AV-incongruent condition for happy
bodily expressions. For the fearful body language, we observe
only a performance decline in AV-incongruent condition. So we
find for the happy body language both a congruency and incon-
gruency effect, but for the fearful body language, we find only an
incongruence effect. The lack of a congruency effect for fearful
body language cannot be explained by a ceiling effect given the
results of the pilot data. We have currently no solid explanation
for this differential crossmodal influence on the happy and
fearful body language. An interesting topic for future research
concerns the question whether the magnitude of emotional
crossmodal influence differs between different emotions.

The results from the present study clearly indicate that
crossmodal influences also occur even if both modalities are
unmistakably produced by a different source. A relevant
questionwould be what the conditions are for bimodal stimuli
to be susceptible to crossmodal influences. Next to the obvious
conditions of temporal and spatial congruence, animacy could
play a role in the case of social stimuli. A recent event-related
potential (ERP) study compared brain waveforms when
perceiving human faces paired with either a human burp, or
a monkey scream or a squeaking door. Results pointed to
animacy specific neural responses, next to species-specific
brain waveforms (Puce et al., 2007).

An important issue concerns the nature of the crossmodal
influence. On the basis of a behavioral study, no direct
inference can bemade that the observed crossmodal influence
has a perceptual basis. However, the instructions explicitly
stated to base the emotional categorization solely on one
modality (i.e. the visual), which is standard procedure in
research dealing with conflicting multimodal inputs (Bertel-
son, 1998) and suggests an integrative perceptual process (de
Gelder and Vroomen, 2000). Crossmodal integration of face–
voice pairs seems unaffected by attentional resources (Vroo-
men et al., 2001) and the results of an ERP study indicate a very
early integration of emotional faces and voices (around 110ms
after stimulus onset) (Pourtois et al., 2000). To examine the
possible perceptual basis of a crossmodal bias effect with a
behavioral paradigm, the ratings of unimodal stimuli in a pre-
test could be compared with the ratings of a post-test, with
repeated presentations of bimodal pairs in between the pre-
test and post-test. The presence of after-effects of the bimodal
presentations on thepost-test unimodal ratingswouldpoint to
a perceptual influence of the auditory information. The
present study indicates the occurrence of crossmodal influ-
ences of both human and animal vocalizations on the
recognition of dynamic body language, but does not allow
conclusions concerning the nature of the effects.

Ecological validity is an important factor in multisensory
integration (de Gelder and Bertelson, 2003). Multimodal inputs
reduce stimulus ambiguity and the brain has primarily
evolved to maximize adaptiveness in the real world, and this
is one of the reasons why we choose visual stimuli with high
ecological validity, namely the performance of an everyday
action in the context of a realistic situation.

Recent functional magnetic resonance imaging (fMRI)
studies looked at the neural correlates of integrating emo-
tional faces and voices (Dolan et al., 2001; Ethofer et al., 2006;
Kreifelts et al., 2007) and found increased activity in the left
amygdala, when a fearful face was presented with a fearful
voice (Dolan et al., 2001; Ethofer et al., 2006). The amygdala
receive inputs from visual and auditory association cortex in
the mammalian brain (McDonald, 1998) and its role in
processing emotional stimuli is well established (see Zald,
2003 for a review). The amygdala therefore seems a primary
candidate brain structure for integrating emotional informa-
tion from different modalities.

4. Experimental procedures

4.1. Participants

Twenty-seven adults (14 male; 23 right-handed; mean age 31.5,
range 18–50) participated in the experiment. They all gave
written consent according to the Declaration of Helsinki. None
of themhadahistoryof neurological orpsychiatricdisorders.All
had normal or corrected to normal vision and normal hearing.

4.2. Stimulus materials

4.2.1. Visual stimuli
Video recordings were made of 12 semi-professional actors (6
women), coached by a professional director. They were
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instructed to approach a table, pick up a glass, drink from it
and to put it back on the table. They performed this action
once in a happy and once in a fearful manner. A continuous
fragment of 800 ms was selected from each video showing the
actor grasping the glass. Facial expressions were blurred using
motion tracking software. See Fig. 2 for an example.

In a pilot study the 24 edited dynamic stimuli (20 frames)
were presented 4 times to 14 participants. Participants were
instructed to categorize as accurately and as fast as possible
the emotion expressed by the actor (fear or happiness). The
pilot session was preceded by eight familiarization trials.
Sixteen stimuli were selected (2 gender×4 actors×2 emotions).
Since we expected that recognition of the body language
improveswhen the body stimuli are combinedwith congruent
auditory information, body stimuli that were recognized at
ceiling were not selected. Mean recognition of the selected
stimuli was 86.1% (SD 9.7). A paired t-test between the fearful
and happy body language showed no significant difference,
t(13)=1.109, p<.287.

4.2.2. Auditory stimuli
Audio recordingsweremadeat a sampling rate of 44.1 kHzof 22
subjects (14 women), while they made nonverbal emotional

vocalizations (fearful and happy). Specific scripts were pro-
vided for every target emotion. For example, for fear the actors
were instructed to imagine they were going to be attacked by a
robber and to react to such an encounter in a non-verbal
manner. Audio trackswere edited and themost representative
800 ms fragment from each recording was cut and digitally
stored. In a pilot study the sounds were presented to 15
participants. Every sound was presented 4 times in a rando-
mized order. The participants were instructed to categorize as
accurately and as fast as possible the emotion expressed by the
voice (fear or happiness). The pilot session was preceded by 3
familiarization trials. Based on these results, eight fearful
and eight happy sounds were selected. Mean recognition of
the stimuli was 94.6% (SD 6.7). A paired t-test between the
fearful and happy vocalizations showed no significant differ-
ence, t(14)=0.474, p<.643.

Environmental sounds consisted of aggressive dog barks
and joyful bird songs and were downloaded from the internet.
Stimuli were selected on the basis of their emotion inducing
characteristics. In a third pilot study, these sounds were
presented 4 times to 13 participants. They were instructed to
categorize as accurately and as fast as possible the emotion
induced by the sound (fear or happiness). The pilot session

Fig. 2 – An example of frames from the video clips. The frame selection on the top row shows an actor grasping a glass in a
fearful manner, the one on the bottom row performs the same action in a happy manner. The faces are blurred to minimize
facial expression perception.
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was preceded by 3 familiarization trials. Eight fear inducing
and eight happiness inducing sounds were selected. Mean
recognition of the stimuli was 94.8% (SD 5.7). A paired t-test
between the fearful and happy vocalizations showed no
significant difference, t(12)=1.469, p<.168.

For each emotion we compared the ratings of the ani-
mal vocalizations with those of the human vocalizations.
Independent samples t-tests showed no differences between
the pairs t(26)≤1.195, p<.243.

Experimental stimuli were then constructed with these
visual and auditory materials. For this purpose each video file
was paired once with a fearful and happy human vocalization,
resulting in a total of 32 bimodal stimuli (human video/human
audio) and once with a fear (dog barking) and happiness
(birdsong) inducing animal vocalization, resulting in a total of
32 bimodal stimuli (human video/animal audio).

4.3. Procedure

The experiment consisted of a visual (V) and an audio-visual
(AV) block. In each block all stimuli were presented twice in
random order. The order of the blocks was counterbalanced.
The AV-block consisted of 128 trials (2 presentations of 64
stimuli: 16 fearful videos with congruent human sounds, 16
fearful videos with incongruent human sounds, 16 videos with
congruent animal sounds and 16 videos with incongruent
animal sounds), the V-block of 32 trials (2 presentations of 16
stimuli, 8 fearful and 8 happy clips). A trial started with the
presentation of awhite fixation cross in the center of the screen
against a dark background. The fixation cross had a variable
duration to reduce temporal predictability (2000–3000 ms) and
was followed bypresentation of a stimulus (800ms) afterwhich
a question mark appeared until the participant responded. A
two alternative forced choice task was used requiring the
participants to categorize the emotion expressed in the body by
pressing the corresponding button (happy or fearful). Response
buttons were counterbalanced across participants. Because we
wanted to make sure participants saw the full length of the
stimulus before they responded, they were instructed only to
respond when the question mark appeared.
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